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Overview

In this assignment we’re going to be looking at, configuring, and demonstrating:
iISCSI, vMotion, High Availability, Fault Tolerance, DRS, vSphere Replication to another
vCenter, and vSphere backup.
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Setting up the iSCSI Infrastructure

Creating a zvol

Before you begin grab your ISCSI Name in Hosts & Clusters > click on your
ESXI > Storage > Storage Adapters, if the iSCSI adapter is not there click add an
adapter and make it iISCSI. Click on the iSCSI adapter and in Properties under
Adapter Details click Edit and copy the iSCSI name to your clipboard.

Log into your FreeNAS server click the Storage tab at the top, click on
vSphere_Projects and at the bottom of the page click Create zvol. Give it a name, an
appropriate amount of storage, and leave the compression level default. Now on the
side navigation bar go to Sharing > Block (iSCSI) > Target Global Configuration
> Initiators. Once you are in the Initiators tab make sure you still have the iISCSI Name
of the adapter copied to clipboard and click Add Initiator in the Initiators text box write
in the iISCSI name of both your servers connected to vCenter. In Authorized network
text box write in the ip of both the ESXI servers you're using and in the Comment text
box type something relevant to both your servers then click Ok to add the Initiator. Skip
over the Authorized Access tab and go to the Targets tab. In the Targets tab click
Add Target. In the target name text box type in a name relevant to your servers, for the
Portal Group ID use the default main listener, and for the Initiator Group ID choose
the number/comment you typed for your Initiator. Leave the rest default and click Ok.
Now click on the Extents tab and Add Extent. Type in what you want as the Extent
Name (Try to make it relevant to the server), for Device choose the ZVOL you created
earlier, and leave everything else default click Ok to exit and save changes. Now on the
Associated Targets tab click Add Target / Extent in the Target drop down section
choose the corresponding target you made two steps ago. Also for Extent choose the
extent you made in the previous step and click Ok.



Connecting an iSCSI Datastore

Log into your Vcenter webclient, go to Hosts and Clusters > Click An ESXi
Server > Manage > Storage > Storage Adapters and click on your iSCSI adapter. Go
to the bottom under Adapter Details click on the Targets tab, click on Static
Discovery, then add type in the listener for your FreeNas (10.104.142.110) and a
target name ours is “iqn.2017-10.orgfreenas.ctl:vcenter18target”. If this does not work
try using dynamic discovery which only asks you to type in the main listeners IP.
Repeat this step for the other server you want to use for iSCSI.

Now we can create an iSCSI datastore both servers can use and communicate
through. To make a new datastore go to Hosts and Clusters > Right Click on your
Datacenter > Storage > New Datastore. In the wizard leave the Location default and
click Next, in the Type tab leave it default VMFS and click Next, name the Datastore
click on the iSCSI disk then click next, leave Partition Configuration default and click
Next, and then finish. Now we should have an iSCSI datastore, next we can connect
VM’s from both ESXi servers to the iISCSI datastore.

Setting up VM’s on the iSCSI Datastore

Create a new VM for ESXI, use the iSCSI database you previously created, and
make sure you have two NICS one Private and the other Internet. Make sure to do the
exact same setup for the other ESXI Server you’re working with.

Foos A R Lo ¥ e
B MgmiDatastore_03 Name 1 af5tate Status Provisioned Space Used Space Haost CPU
E MogmtDatastare_18 &1 JCentosiSCS FPowered Off & Mormal 16.18 GB 16 GB 0 MHz
E Studentd3-1 Datastore 1 JWingiscsl Powered Off @ HMormal 3218 GB 32 GB 0 MHz
B Student03-2Datastore G Toentosigcs! Powered Of @ Normal 18.18 GB 16 GB 0 MHz

E student 8-1 Datastare
[ student! 8-2Datastare
| hdoopSecondary

G TCentosiSCsI2 FPowered Off & Mormal 1416 GB 147.51 KB 0 MHz
G THROW THIS CENTOS 7 AROUND Powered Off @ Mormal 10.16 GB 10 GB 0 MHz




VMotion

Vmotion allows movement of a virtual machine’s datastore, and utilization of CPU
and Ram between ESXI towers, making it very useful for maintenance.

Moving datastores with vMotion worked with default settings, so no real issues
popped up here.

Vmotion allowed us to move an entire vm while it was powered on from ESXI
tower to tower. We had a bit of trouble actually setting it up, as we failed to realize our
infrastructure was supposed to be the same. Once we did, we ran into another issue,
that being VLANS. They screwed up the vmkernel for some reason, not allowing
vmotion traffic through.

Moving where the vm got its resources from was easy once we fixed our

switches, vmkernel ports, and removed the vlans.

We both changed our external-vmotion nic card to the same name, External2. Note, the
Vmotion port used to be on Vlan 10, in which it is not anymore.

Standard Switch: vSwitch1 Remove... Properties...

WMkerme! Port Phiysical Adaptars

L3 Vmotion-01 @ 3-¢—o EF vmnicl 1000 Full 3
ymk2 : 10.104.142.192
Wirtual Machine Port Group

L2 External? &

= |1 virtual machine(s)
Freenas -




On both External switches, on the VMkernel port, we ensured that the “vMotion” setting
was enabled. (under port properties)

@ vSwitch1 Properties = =
b Ports | Metwork Adapters I
: —Port Properti -
Configuration | Summary | FRAEIIEEEIES
it vawitch 120 Ports etk et Vmotion-01
i g Vmotion-01 vMotion and IP ... | VLAN ID: Mone (0)
@ Bdernal2 Virtual Machine ... vMotion: Enabled
. Fault Tolerance Logging: Disabled
Management Traffic: Disabled
iSCSI Port Binding: Disabled
F —NIC Settings
_ MAC Address: 00:50: 56:6e: 50:fc
I MTU: 1500
—IP Settings
IP Address: 10.104.142,192
Subnet Mask: 255,255.255.0
View Routing Table...
| — Effective Policies
Security
Promiscuous Mode: Reject
MAC Address Changes: Accept
Add... Edit... Remove Forged Transmits: Accept G
(I |

We also made a temporary switch on both towers, for movement. On a typical setup,
this wouldn’t affect anything.

Standard Switch: vSwitch3 Remove... Properfies...
Virtua] Machine Port Group Phiysical Adaprers
LA brs g Moadapters

B |1 virtual machine(s)
JCentosiSCsI




To migrate a VM, all you have to do is right click a VM, and click “migrate”.

B & Tyler's Vms A virtual machine is a software cog
(fs THROW THISC | physical computer, runs an opera
@W‘ Mg = i- 7
G Centos? Power Y ki
O dci Guest »
% de2 Snapshot » P

JWin8isCs]
B RrODC Open Console A
(G VCSA-l |G Edit Settings...
& Veeam = M

he...

(fs wing |@a =2 sk |'|E

[@, esxild.itas.ca 28 Clone..

= @& Assignmen Template "
({3 Freena
ﬁ Server] Fault Tolerance k
(fp Server: T

@ iscsi Add Permission... Ctrl+P

@ mMgmt_18 Alarm 19

=@ Stude_ntlﬁ- Report Performance... !

B & Dity C

@ Tyl Fename

s Tvl _ . i
B @ hosts Open in Mew Window... Ctrl+Alt+N

1 Hof Remaove from Inventory

) """-51 Delete from Disk
B VCSA 1




From there, you can choose if you want to change the datastore, or the host.

|
@ Migrate Virtual Machine =i

Select Migration Type
Change the virtual machine's host, datastore or both,

Select Migration Type

Select Destination @ change host

Select Resource Poal Move the virtual machine to another host.
vMaotion Priority

Ready to Complete " Change datastore

Maove the virtual maching's storage to another datastore.

/& The virtual machine must be powered off to change the ¥M's host and datastore.,

< Badk | Mext > I Cancel

y




We'll change the host for now, moving it from esxi03, to esxi18. Select the destination
and hit next. (choose tower on previous window)

Select Resource Pool
Select the destination resource poal for this virtual machine migration.

Select Migration Type
Select Destination
Select Resource Pool

¥Motion Priority
Ready to Complete B @& Studentis-1
@& Dirty Cats
@& hosts
& vcsa

& Studentis-2

Compatibility:

Validation succeeded




High priority should be used for important servers, and regular hosts should be used
with Standard priority. We’'ll select High priority.

viMotion Priority
Set the priority of the vMotion migrations, relative to the other operations on the destination host.

Select Migration Type
Select Destination & High priority (Recommended)
Select Resource Pool
vMotion Priority

I e
Ready to Complete R P

High priority vMotions are favored over standard priority vMotions and are expected to perform better,




Go over the (few) settings there are, and hit finish. It'll run through, and now your vm is
drawing ram/cpu from the new esxi tower!

Ready to Complete
Click Finish to start migration

Select Migration Type r‘_aﬁD'T'T E Host esxild.itas.a
et (eirsabon) ResourcePoal: Assignment 02
Select Resource Pool 3

R W Datastore: Current Location
wMotion Priority
Ready to Complete vMotion Priorty: High priarty

< Back | Finish I Cancel




Changing the datastore is even easier...

@ Miagrate Virtual Machine = =
Select Migration Type
Change the virtual machine's host, datastore or both,
Select Migration Type
Storage " Change host
Ready to Complete Move the virtual machine to another host.
' Change datastore
Move the virtual machine's storage to another datastore.
~
/A The virtual machine must be powered off to change the VM's host and datastore.
< Back | Next > I Cancel

4




Choose the datastore you want to migrate to. It can be iscsi, local, or on another
machine.

Storage
Select the destination storage for this virtual machine migration.

Select Migration Type select a virtual disk format:

Storage |Same format as source Ll
Ready to Complete

Select a destination storage for the virtual machine files:

Name 'D_ri\rg Type Capadity I Provisi :_mad I Free | Type TT_Hn Pravisioning |
a ISCSI 55D 249.75 GB 121.21 GB 141.81 GB VWMFS5 Supported |
B MgmtDatastor.. S5D 104.25 GB 25.26 GB 80.15 GB WMFS5 Supported

Studentd3-1Da... 55D 447.00 GB 39141 GB 22748 GB WMFS5 Supported
Studentd3-2Da... 55D 447.00 GB 425.96 GB 347.03 GB VMFS5 Supported

" Disable Storage DRS for this virtual machine

Select a datastore:

Name [Dri\.'e Type | Capacity| Provisioned | Free | Type |Thin Provisioning

Advanced > |

Compatibility:
Validation succeeded

< Back | Next > I Cancel




Again, go over settings, and hit finish.

Ready to Complete
Click Finish to start migration

Select Migration Type Host: Current Location
Storage
Ready to Complete

Datastaore: Current Location
vMotion Priority: Default Priority
Disk Storage: Same format as source




To move both it is not supported on the desktop client, but it is on the web client.

1 TWingiSCS! - Migrate @
Y 1 Select the migration type Select the migration type
Change the virtual machines’ compute resource, storage, or both.
2 Select compute resource
3 Select storage (_) Change compute resource only
4 Select network Migrate the virtual machines to another host or cluster.
5 Select viMotion priority
\_J Change storage only
6 Ready to complete Migrate the virtual machines’ storage to a compatible datastore or datastore cluster.
#) Change both compute resource and storage
Migrate the virtual machines to a specific host or cluster and their storage to a specific datastore or datastore cluster.
\#) Select compute resource first
(_J Select storage first
Next Cancel
Select location again...
(51 TWin8iSCSI - Migrate Z) |l
+ 1 Selectthe migration type Select compute Tesouce
Select the destination compute resource for the virtual machine migration.
il 7 Select compute resource
3 Select storage (&
| @ Search |
4 Select network
. o [ Jvcenter13.itas.ca
5 Select villotion priority
v [z bdoopData
6 Ready to complete » [ esxidzitas.ca
i + [3, esxi18.itas.ca
i & Assignment_02
» @isCsl
» & Mgmt_18
» @& Student18-1
» & Student13-2
» [I5 bdoopSecondary
H
I
Compatibility:
0 Compatibility checks succeeded.
Back Next Cancel | |




Migrating datastores requires it to be on the other tower it's going to.

&1 TWin8iSCSI - Migrate

+ 1 Select the migration type Select storage

Select the destination storage for the virtual machine migration.
" 2 Select compute resource

a3 Select storage

4 Select network

Selectvirtual disk format: | Same format as source | o |

VI Storage Policy: [ Keep existing VM storage policies |~ | @

5 Select viMotion priority

The following datastores are accessible from the destination resource that you selected. Select the destination datastore for the

6 Ready to complete virtual machine configuration files and all of the virtual disks.

Name

Capacity Provisioned Free Type Storage DRS
B Student18-2Datastore 447.00 GB 28249 GB 21364 GB YMFS
B MgmtDatastore_18 216.00 GB 40.14 GB 178.02 GB YMFS
= 1scsl 24975 GB 121.21 GB 141.81 GB WMFS
] Student18-1Datastore 447.00 GB 786.95 GB 2876 GB YMFS
4 L3
Advanced ==
Compatibility:
@ Twinsiscsl

@ esxi18.itas.ca

Back Next 5 Cancel




Adjust nics as needed... But with aforementioned setup, this step is skippable.

51 TWin8iSCS!- Migrate (2)
+ 1 Select the migration type Select network
Selectthe destination network for the virtual machine migration.
(¥4 ? Select compute resource
+" 3 Select storage Migrate VM networking by selecting a new destination network for all VM network adapters attached to the same source netwark.
i 4 Select network
= e Source Network Used By Destination Metwork
" 5 Select vMotion priority . o
brs 1VMs / 1 Network adapters | brs | = |
& Ready to complete - y
External2 1WMs /1 Network adapters | External2 P
Advanced ==
Compatibility:
0 Compatibility checks succeeded.
Back Next Finish Cancel

Again, choose priority.

[ TWin8iSCSI - Migrate (2} b
W3 1 select the migration type Select viMotion priority
Protect the performance of your running virtual machines by prioritizing the allocation of CPU resources.
" 2 Select compute resource
v/ 3 Select storage \*) Schedule vMotion with high priority (recommended)
4 Select network vhotion receives higher CPU scheduling preference relative to normal priority migrations. viMotion might complete more
W4 5 select vMotion priority quickly.
6 Ready to complete \_J) Schedule regular vMation
viotion receives lower CPU scheduling preference relative to high priority migrations. You can extend viMotion duration.
Back Next Cancel




Go over settings, and hit Finish!

1 TWin8iSCSI - Migrate (2) »

Ready to complete
The wizard is ready. Verify that the information is correct and click finish to start the migration.

1 Select the migration type
2 Select compute resource

Migration Type Change compute resource and storage

4 Select network

L4

v

+" 3 Select storage
v irtual Machine TWingiscsl
L

ek xbotion pronty| Host esxi18.itas.ca

it il COmiclE Resource Pool Assignment_02

whotion Priority High
Storage [Student18-2Datastore]

Disk Format Same format as source

Back Finish Cancel




High Availability & Fault Tolerance

Making a Cluster

We have to pull up the new cluster wizard. Right click on your datastore, and hit “New
Cluster”.

F H H = 9 |
= @ veenterlf.itas.ca
= E‘ﬂ bdoopP-*==
= i [j Mew Folder Ctrl+F
@[ 9 New Cluster.. Ctlsl |
E ’} Mew Datastore Cluster
@ E  AddHost.. Ctrl+H
B & : . { cont:
G Mew Virtual Machine... Ctrl+M L ichin
& & New viphere Distributed Switch.., Ctrl+K invent
% Add Datastore... Blers |
@ Rescan for Datastores... i mult
&l Dle da
G| 8 Migrate Virtual Machine Networking... enter
%‘ Add Permission.., Ctrl+P St will
= @ es Alarrm b fers is|
SN . : e with
Open in New Window... Ctrl+Alt+MN enter
Remove
Rename
] |
@ iscsl
& Mamt_18 Basic Tasks
B & Studentis-1
B & Dirty Cats [ Add a host
(fp Tyler DC1
{3 TylerDC2 B} Create a cluster
= & hosts
51 HostOne ﬂ Create a folder
(fp Visio-Share
@& vesa
& Studentis-2
= bdoopSecondary




Choose a name, and select both.

Cluster Features
What features do you want to enable for this duster?

Cluster Features
vSphere DRS
Power Management IJordan—TvIer—CIuster
wSphere HA
Virtual Machine Options
M Monitoring — Cluster Features
WMware EVC
VM Swapfile Location
Ready to Complets

—Mame

Select the features you would like to use with this duster,

¥ Turn On vSphere HA

vSphere HA detects failures and provides rapid recovery for the virtual machines
running within a duster. Core functionality indudes host and virtual machine
monitoring to minimize downtime when heartbeats cannot be detected.

wSphere HA must be turned on to use Fault Tolerance.

¥ Turn On vSphere DRS

vSphere DRSS enables vCenter Server to manage hosts as an aggregate pool of
resources. Cluster resources can be divided into smaller resource pools for users, groups,
and virtual machines.

vSphere DRS also enables vCenter Server to manage the assignment of virtual machines
to hosts automatically, suggesting placement when virtual machines are powered on, and
migrating running virtual machines to balance load and enforce resource allocation
palicies,

v5phere DRS and YMware EVC should be enabled in the duster in order to permit placing
and migrating YMs with Fault Talerance turned an, during load balandng.

< Back I Mext = I Cancel




Cluster Features
What features do you want to enable for this duster?

Cluster Features e
vSphere DRS
Power Management IJordan—T}der-CIuster
vSphere HA
Virtual Machine Options
M Monitoring — Cluster Features
WMware EVC
VM Swapfile Location
Ready to Complete

Select the features you would like to use with this duster,

¥ Turn On vSphere HA

wSphere HA detects failures and provides rapid recovery for the virtual machines
running within a duster. Core functionality indudes host and virtual machine
monitoring to minimize downtime when heartbeats cannot be detected.

vSphere HA must be turned on to use Fault Tolerance.

¥ Turn On vSphere DRS

vSphere DR5 enables vCenter Server to manage hosts as an aggregate pool of
resources. Cluster resources can be divided into smaller resource pools for users, groups,
and virtual machines.

vSphere DRS also enables vCenter Server to manage the assignment of virtual machines
to hosts automatically, suggesting placement when virtual machines are powered on, and
migrating running virtual machines to balance load and enforce resource allocation
policies,

vSphere DRS and WMware EVC should be enabled in the duster in order to permit placing
and migrating WMs with Fault Tolerance turned on, during load balancing.

< Back I Next = I Cancel




We want to control it, so we chose Manual.

vSphere DRS
What level of automation do you want this duster to use?

Cluster Features — Automation level
vsphere DRS

Power Management ' Manual
vSphere HA vCenter will suggest migration recommendations for virtual machines.
Virtual Machine Options
¥M Monitoring " partially automated
VMware EVC Virtual machines will be automatically placed onto hosts at power on and vCenter will
VM Swapfile Location suggest migration recommendations for virtual machines.
Ready to Complete
Fully automated
Virtual machines will be automatically placed onto hests when powered on, and will be
automatically migrated to attain best use of resources,

Migration threshold:  Conservative -—J— Aggressive

Apply priority 1, priority 2, and priority 3 recommendations.
vCenter will apply recommendations that promise at least good improvement to the
custer's load balance.




We need lossless movement, and can’'t have VMs be lossless if they’re not powered

on....

@

Power Management

Cluster Features

wSphere DRS
Power Management

vaphere HA
Virtual Machine Options
WM Monitoring

WMware EVC

WM Swapfile Location
Ready to Complete

MNew Cluster Wizard =

Do you want to enable power management for this duster?

—Power Management

DPM uses Wake-on-LANM, IPMI, or iLO to power on hosts, When using IPMI or iLO, configure
IPMI or iLO separately for each particdpating host prior to enabling DPM, For all power on
methods, test exit standby for each participating host prior to enabling DPM.

Specify the default power management for this duster.

 Off
wCenter will not provide power management recommendations.,
Individual host overrides may be set, but will not become active until
the duster default is either Manual or Automatic,

" Manual

wCenter will recommend evacuating a host's virtual machines and powering off the host
when the duster's resource usage is low, and powering the host back on when
NECESsary.

* Automatic
wCenter will automatically execute power management related recommendations.

J— Aggressive

DPM Threshold:  Conservative

Apply priority 3 or higher recommendations

wCenter will apply power on recommendations produced to meet vSphere HA
requirements ar user-specified capacity requirements,

Power on recommendations will also be applied if host resource utilization becomes
higher than the target utilization range.

Power off recommendations will be applied if host resource utilization becomes very low
in comparisan to the target utilization range.

< Back I Mext = I Cancel




Remember to check off the second option here. In a different environment, one might
choose to have higher or lower percentages.

vSphere HA
What admission control do you want to be enforced on this duster?

Cluster Features —Host Monitoring Status
vSphere DRS ESX hosts in this duster exchange netwark heartbeats, Disable this feature when performing
vSphere HA network maintenance that may cause isolation responses.

Virtual Machine Options v et
v Enable Host Manitoring
WM Monitoring

VMware EVC
sy i o
& . The vSphere HA Admission control policy determines the amount of duster capacity that is
reserved for VM failovers, Reserving more failover capacdity allows more failures to be tolerated

but reduces the number of YMs that can be run.

{+ Enable: Disallow VM power on operations that violate availability constraints
{” Disable: Allow VM power on operations that violate availability constraints

— Admission Control Policy
Specify the type of policy that admission control should enforce.

" Host failures the duster tolerates: I 1 3:
Percentage of duster resources Iﬁ
2 reserved as failover spare capacity: 2555 Eh L

| 25 5: 2% Memary

" Spedify failover hosts: 0 hosts spedified. Click to edit.




Medium is a fine choice for here, as we don’t want restarting VMs taking huge priority

over currently running VMs. If the VM can’t find any network, and has HA on, it'll just
power Off.

Virtual Machine Options

What restart options do you want to set for VMs n this duster?

Cluster Features

Set options that define the behavior of virtual machines for wSphere HA.
uSphere DRS

wSphere HA -Cluster Default Settings

Virtual Machine Options VM restart priority: [medium -
VM Monitoring
VMuare EVC Host Isolation response: =
VM Swapfile Location L
Ready to Complete

< Back I Next > I Cancel I

Medium is a fine choice for here, as we don’t want restarting VMs taking huge
priority over currently rMedium is a fine choice for here, as we don’t want restarting VMs
taking huge priority over currently rMedium is a fine choice for here, as we don’t want
restarting VMs taking huge priority over currently rMedium is a fine choice for here, as
we don’t want restarting VMs taking huge priority over currently rMedium is a fine choice
for here, as we don'’t want restarting VMs taking huge priority over currently r

Medium is a fine choice for here, as we don’t want restarting VMs taking huge priority
over currently r



We want VMs to automatically restart if the machines heartbeat from VMware tool

cannot be heard.

VM Monitoring

What monitoring do you want to set on virtual machines in this duster?

Cluster Features
wSphere DRS
vSphere HA
Virtual Machine Options
VM Monitoring
WMware EVC
VM Swapfile Location
Ready to Complete

— VM Monitoring Status
VM Monitoring restarts individual ¥Ms if their VMware tools heartbeats are not received within a
set time, Application Monitoring restarts individual YMs if their VMware tools application
heartbeats are not received within a set time.

— Default Cluster Settings

Menitoring sensitivity:

vSphere HA will restart the YM if the heartbeat between the host and the
VM has not been received within a 30 second interval. vSphere HA restarts
the WM after each of the first 3 failures every hour,




We do not want VMware EVC. EVC is used to be compatible with different CPUs, but
since the ESXI towers we’re using use the same CPUs we can skip this option.
Click Next to continue.

VMware EVC
Do you want to enable Enhanced vMotion Compatibility for this duster?

Cluster Featu

w Enhanced vMotion Compatibility (EVC) configures a custer and its hosts to maximize vMotion
vSphere DRS compatibility. Once enabled, EVC will also ensure that only hosts that are compatible with those in
vSphere HA the duster may be added to the duster,

VMware EVC

WM Swapfile Location

Ready to Complete % Disable EVC ¢ Enable EVC for AMD Hosts " Enable EVC for Intel® Hosts

WMware EVC Mode: | Disabled ﬂ

Description |




No reason to step away from the recommended setting. It'll go to the iscsi disk
anyways.

Virtual Machine Swapfile Location
Which swapfile location policy should virtual machines use while in this duster?

Cluster Features
wSphere DRS

wSphere HA
VMware EVC ¥ Store the swapfile in the same directory as the virtual machine (recommended)

VM Swapfile Location
Ready to Complete

— swapfile Policy for Virtual Machines

i Store the swapfile in the datastore specified by the host
If not possible, store the swapfile in the same directory as the virtual machine,

A host specified datastore may degrade vMotion performance for the
affected virtual machines.

< Back I Mext = I Cancel




Go over the settings you configured, and hit Finish.

Ready to Complete
Review the selected options for this duster and didk Finish,

Cluster Features
vSphere DRS
vSphere HA
VMware EVC

VM Swapfile Location
Ready to Complete

The duster will be created with the following options:

Cluster Name:

wSphere DRS:

wSphere DRS Automation Level:
wSphere DR.S Migration Threshold:

Power Management:

FPower Management Automation Level:

Power Management Threshold:
wSphere HA Host Monitoring:
Admission Control:

Admission Control Policy:
Host Failures Allowed:

VM Restart Priority:
Host Isclation Response:

wSphere HA VM Monitoring:
Monitoring Sensitivity:

WMware EVC Mode:

Virtual Machine Swapfile Location:

Jordan-Tyler-Cluster

Enabled
Fully Automated
Apply priarity 1, priority 2, and priority 3 recommendations.

Enabled
Automated
Apply priority 3 or higher recommendations

Running

Enabled

Mumber of host failures duster tolerates
1

Medium
Shut down

VM and Application Monitoring
High

Disabled

Same directory as the virtual machine

< Back I Finish I Cancel




High Availability

First off add the hosts into the cluster you previously created, by right clicking the cluster
and clicking add hosts into cluster, then click the hosts you wish to add to the cluster,
and click Ok to confirm your changes.

Move Hosts into Cluster @
===

m (2) Selected Objects

(@ Fitter -)
Name Cluster
™ esxi03.itas.ca
il E esxi18.itas.ca
“ 2 items
OK I [ Cancel

You will then go through a short wizard the first window asks if you want to create new

resource pools, | say no and put them in a root resource pool then click Ok.
[ﬁ ‘Jordan-Tyler-Cluster - Move Host into This Cluster (e

What would you like to do with the virtual machines and resource pools for esxi18.itas.ca?

(=) Put all of this host's virtual machines in the cluster's root resource pool. Resource pools
currently present on the host will be deleted.

() Create a new resource pool for this host's virtual machines and resource pools. This preserves
the host's current resource pool hierarchy.

Resource Pool Name: Grafted from esxi18.itas.ca 1

[ oK ]( Cancel ]_I

It asks you again the other host repeat the above step and click Ok.



Now click on your cluster go to Settings > vSphere > Edit and copy the following
settings to have vSphere activated.

@ Jordan-Tyler-Cluster - Edit Cluster Settings

vSphere DRS

vSphere HA

[ Turn on vSphere HA

Host Monitoring

ESX/ESXi hosts in this cluster exchange network hearbeats . Disable this feature when performing network maintenance that
might cause isolation responses.

[/] Host Monitoring

Host Hardware Monitoring - VM Component Protection

ESX/ESX hosts have the capabilityto detect various failures that do not necessarily cause virtual machines to go down, but
could deem them unusable (for example, losing network/dis kK comm unication)

[/] Protect against Storage ConnectivityLoss

Virtual Mac hine Monitoring

VM Monitoring restarts individual Vs if their Vidware Tools hearbeats are not received within a settime. Application Monitoring
restaris individual VMs iftheir in-guest application heartbeats are not received within a settime.

| vMand Application Monitori... | v

Failure conditions and VM Expand fordetails
response
» Admission Control Expand for details
» Datastore for Heartbeating Expand fordetails
+ Advanced Options Mone

( 0K Cancel

Now HA is fully functional and ready to be tested.




Fault Tolerance

Go to ESXI > VMkernel Adapters > Edit Enable Fault Tolerance Logging and
click Ok.

TCPAP stack: Default AN i ]

Available services

Enable services: viMotion fraffic
[] Provisioning traffic
Fault Tolerance logging
Management traffic
[ ] vSphere Replication traffic
[ ] vsphere Replication NFC fraffic
[ ] virual SAN traffic

[ OK H Cancel

Now click on your cluster go to Settings > vSphere > Edit inside HA
Under Admission Control Check the following check box to define a failover capacity.

TV T @Iy TN o I . IO

(o) Define failover capacitybyresening a percentage ofthe cluster resources.

Resenrved failover CPU capacity: 25 T} % CPU

Resenred failover Memory capacity: |25 % % Memory

-
L

() Use dedicated failover hosts:




Now under Datastore for Heartbeating select your iSCSI datastore bellow and click
Ok.

= Datastore for Heartbeating

viSphere HA uses datastores to monitor hosts and vitual m achines when management
network has failed. vCenter Server selects two datastores for each host using the policy
and datastore preferences specified below.

Heartbeat datastore selection policy:
() Automalically seleci datastores accessible from the host

() Use datastores onlyfrom the specified list

(s) Use datastores from the specified list and com plem ent automaticallyif needed
Available heartbeat datastores

MNarme Datastore Cluster Hosts Mounting Datastore

v B I1scsi N/A 2

Hosts mounting selected datastore
MName

[ esxi18.itas.ca
[ esxio3.tas.ca

|. OK | \ Cancel

Before the next step erase snapshots on the VM you wish to test FT with
Next go Storage > Datastore > Files > VMFolder inside the VM’s folder find the vmdk
file, right click on it and click inflate.

MName Size Maodified Type Path |
£5 THROW THIS CENTOS 7 AROUND vmdk ]_
| ] THROW THIS CENTOS 7 AROUND-7ccf8f15.vswp El Install the Client Integration Plug-in to enable ...

[ vmx-THROW THIS CENTOS 7 AROUND-2093977365-2¥ % Delete File

s THROW THIS CENTOS 7 AROUND .nvram [ Copyto...

[ THROW THIS CENTOS 7 AROUND-0c7e6bad.hlog l= Moveto...

[} THROW THIS CENTOS 7 AROUND vmx.Ick w]] Rename to...

[ THROW THIS CENTOS 7 AROUND vmsd “o00KkB 272172 Fie  pscs.. 1
L] vmware-8.log 4455 ... 2/221/2... VMLo.. [ISCSI...

[ THERMA THIC CERMTAS 7 ARCLILDY s D an KR bt ¥ it K W o ] Eila neral




Make sure the VM is turned off and right click on it then go to Fault tolerance > Turn
on fault tolerance

i dc Fault Tolerance Turn On Fault Tolerance 3

i de2 VM Policies S Turn: O Faull Tolerance

i Freenas ‘ e B S i

= Hostont Compatibility » RO St e S 5
3 Suspend Fault Tolerance H

51 JCentos Exponrt System Logs... d

it Jwinelg s Edit Resource Settings...

) Node3 &b Edit Seftings.. est Failove g

ﬁt;,Node4 ! '

51 Node5 Move To... 11" "'machines to go down, but ¢

= RODC Rename... se .. comm unication)

S 103 itas Edit Notes... Protection against Storage

o Tags & Custom Attributes »

) 1118 ftag Virtual Machine Monitoring

o LConiiy Add Permission... VM Monitoring restarts indi

[y THROW Alarms » time. Application Monitoring

If it gives you a small warning saying you have insufficient bandwidth continue by
clicking yes.

Next in the Select datastores tab under each file browse for you iSCSI datastore.

Yirtual Maching File Storage Disk Format
THROW THIS CENTOS 7 ARO... Configuration File [ISCsI]
THROW THIS CENTOS 7 ARO... Tie Breaker File [Iscsl) N/A
THROW THIS CENTOS 7 ARO... Hard disk 1 (10.00 GB) [ISCSI] Same format as sg




Next in the Select host tab choose the host you want this VM to transition over to

incase of a ESXI failure.

| Filter |
® (& ( Fiter ~)
Marme 1 4| State Status HA State
@] _FB esxi03.itas.ca Connecied /b Warning & Connected (Slave)
(2 ._ﬁu. esxi18.itas.ca Connected /i Warning & Running (Master)
4 >
[k 2 Objects
Compatibility:
& The Fault Tolerance configuration of the entity esxi18.itas.ca has an issue: "The virtual NIC associated with the host has -
insufficient bandwidth for vSphere Fault Tolerance logging".
& Datastore ISCSI is being used for both primary and secondary VM's disks, which is not recommended =
Back Next Cancel

Checkout the summary of your configurations, if everything is correct click finish.

Placement details for the Secondary VM

Host: esxi18.itas ca
Configuration File Location: ISCsl
Tie Breaker File Location: ISCsl
Hard disk 1 Location: ISCSI

Now this VM is configured and ready for Fault tolerance testing.




DRS

First we need to enable DRS. Go to Cluster > Manage > Settings > vSphere
DRS > Edit. Inside click the box at the top to turn on DRS, and make sure DRS
Automation is set to Manual. Click Ok to save changes.

V] Turn ON vSphere DRS

» DRS Automation [Manual ‘ v J
+ Power Management [Auiom atic ‘ v |
¥ Advanced Options None

Now DRS is configured and ready for testing, we just need to manually set up a
schedule.

vSphere Replication Experiment

To start download the newest version of vSphere replication appliance from vmware
official website
(https://my.vmware.com/group/vmware/details?productld=614&downloadGroup=VR65)
Then go to Hosts and Clusters in the webclient right click on a host and click Deploy
OVF Template.



https://my.vmware.com/group/vmware/details?productId=614&downloadGroup=VR65

First go to Hosts and Clusters > Datacenter > Right click > Deploy OVF Template
Then install the client integration plugin, after it is installed browse for a local file, mount
the iso and go through the bin folder then find vSphere replication OVF file and double
click on it, click Next.

Select source
Selectthe source location

Enter a URL to dowwnload and install the OVF package from the Internet, or brovese to a location accessihle from your computer,
such as a local hard drive, a netwoark share, or a COPDYD drive.

[ JURL

| |'v|

(=) Local file

[Elrowse,,_ ElhinwSphere_Replication_OWF1 0 0wl

On the next page review the details of the product and click Next.
The following page is the ACL, read through then click Accept, then Next.

This next page will ask where the template should be stored(You can give it name, but it
should have one by default), click your datacenter and click Next.

The next page is the configuration page which asks you to select the amount of vCPUs,
| chose 4, but you can also choose 2, and click Next.

On this page “Select a recourse” it asks you to select a location to run the deployed
template, click on your cluster then click Next.

Select lacation to run the deploved template

| @ Search I

[ bdoopData
[» & Jordan-Tyler-Cluster




Next select a datastore that is not shared storage, and make sure the virtual disk format
is thin provisioned. Click Next.

Select storage
Select location to stare the files for the deployed template
Selectvirtual disk format. | Thin Provision |+ ]
W Storage Policy: [ Datastare Default | r | i ]
The following datastores are accessible from the destination resource that you selected. Select the destination datastare for the
virtual machine configuration files and all of the wirtual disks.
Mame Capacity Frovisioned Free Type Storage DRS
[ StudentD3-2Datastore 447.00 B 465.58 GB 32213 0GR WhFS
] Student! 8-1Datastore 447.00 GB 379.58 GB 24288 GH WhiFS
B MormtDatastore_18 216.00 GBH 4014 GB 178.02 GH WhFS
H 15cs1 249.75 GBH 95.22 GB 171.39 G WhFS
[ StudentD3-1Datastore 447.00 B a47.76 GB 148.57 GB WhFS
[ Studentt 8-2Datastore 447.00 GB 45912 GB 135.55 GB WhiFS
B MormtDatastore_03 104.25 GH 2526 GB a0.15 GB WhiF S
4 La
Back Next Finish Cancel

The next page we setup the network select the destination network to be external, leave
IP protocol as IPv4, IP allocation as DHCP, and click Next.

Setup networks
Configure the networks the deployed template should usge

Source Crestination Configuration

External2

IP protocol: | [Py |~ | IP aliocation: | DHCP |+ | O




Now we set a password for the new VM’s root account, and if you have an ntp server
put in the ip address of it or the dns address and click Next.

Customize template
Customize the deployment properties of this software solution

@ Al properies have valid values Show next... Collapse all...
w Application 2 zettings
Fassword The password far the appliance root' account,

Enter pagsward i-x—m—m—a—x—x |

Zonfirm passwoard iﬂm |

MNTPF Serers Acomma-separated list of hosthames or [P addresses of NTP Servers.

The Next page is the vService bindings page, everything should be bonded
automatically, check to see if there is any errors, if not click Next.

Checkout your summary, click “Power on after deployment”, if everything looks right
click Ok to create the VM.

Ready to complete
Review your settings selections before finishing the wizard.

OWF file EXbinwSphere_Replication_OWF 10 0wt
Dowenload size 1.1 GH

Size on disk 2.4 GH

Mame vEphere Replication Appliance
Deployment configuration 4 wiZPL

Target Jordan-Tyler-Cluster

Datastore Student03-2Datastore

Falder hdoopSecondary

Disk storage Thin Pravision

Metwork mapping Management Metwork to External2

IP allocation DHCEP, IPv4

Froperties MTF Servers = ntp.itas.ca

vEervice dependency mapping wZenter Extension Installation' bound to provider WCenter Extension vService'

@ Power on after deployvment




Now open the VM we've just created and browse to the address it gives you.

v3phere Replication Appliance - 6.1.2.16016 Build 7026558

To manage this UM browse to https:--10.104.14Z.171:5480/

Once you have gotten there go to the Configuration tab. Change the SSO
Administrator to a different name and make sure its @yourdomain eg.
administrator@bdooprat.local.

At the top right under “Actions” click “Save and Restart Service”.

Startup Configuration
Successfully saved the configuration

Configuration Mode: (®) Configure using the embedded database
) Manual configuration

O Configure from an existing VEM database

LookupService Address: |1.rcenter1 3.itas.ca

S50 Administrator: \administrator@bdooprat local |

Password: ssssssncss |

VRM Host: 10.104.142.171 || Browse... |

VRM Site Name: \vcenter18.itas.ca |

vCenter Server Address:  |vcenter18.itas.ca |

vCenter Server Port: |80 |
|

vCenter Server Admin Mail: |root@10.104.142 171

IP Address for Incoming Storage Traffic: | |

| Apply Network Setting |

Now Reboot the your vCenter VM and your Replication VM.



Now we can put vSphere replication to the Test

Right click a VM that is not using Shared storage (iISCSI for this Assignment) click on
“All vSphere Replication Actions” then click “Configure Replication...”

Now in the Configure Replication wizard in the first tab “Replication type” choose
Replicate to a vCenter Server.
Replication type

Select the type of replication to configure.

(=) Replicate to a vCenter Server

Select this option to configure replication to another vCenter Semer

[ Replicate to a cloud provider

Select this aoption to configure replication to a cloud provider

Now inside “Target Site” choose the vCenter server you wish to replicate this VM to.

If you are not connected to this vCenter server it will ask for credentials, login now that
you are connected to that vCenter you can click Next.

Target site

Select the target site where the virtual machine will he replicated.

Name Status

% yrenter! 8.itas.ca

# Connected
@ vrenterDf.itas ca

& Connected

In the Replication server page choose the “Select vSphere Replication server” radio
box, and select the vSphere Replication Appliance, then click Next.

Replication server

Select the wSphere Replication sever that will handle the replication.

) Auto-assign vSphere Replication server
(=) SelectvESphere Replication server

Mame Replications

@p wSphere Replication Appliance (Embedded) 1




Now in Target location click Edit to select the Target VM’s location. Choose a
datastore then click Ok.

Target location
Select a datastore where the replicated files will he stored.

Target ¥ [ocation: [Student05-1Datastore] TCentosiSCSl
» 07 TCentosiSCSI (info) o : 1

Edit...
Whi storage policy: Datastore Default

Leave the Replication options tab to it's defaults and click Next.

Now in Recovery settings change the RPO to 15 minutes by dragging the scrollbar to
the left.

Enable Point in time instances and change the days to 3 days then click Ok to move on
to the summary page.

Recovery settings
Canfigure recaovery settings for the virtual machine.

Recovery Point Objective (RPO)

Lower RPO times reduce potential data loss, but use maore bandwidth and system resources.
A minutes RPO is supported under special conditions {earn more).

15 minutes 4 ' i i ' ' i ' ' : ! i i 24 hours

18 minutes

Point in time instances

Retained replication instances are converted to snapshots during recovery. Replication of existing WM snapshots is not
supported.

[+/] Enakle

keep 3 ; instances per day forthe last | 3 %I days (4 total)

Ifthe RFO period is longer than 8 hours, you might want to decrease the RPO value to allow vSphere Replication
to create the number of instances that vou want to keep.




Now in the summary page review your configurations, if everything is right press OKk;

otherwise click Back to fix your issues.

Configure Replication for Centos? 2) M
« 1 Replication type Ready to complete
Review your settings selections hefore finishing the wizard.

w 2 Target site
v 3 Replication server A\ This virtual machine is nat pawered an. Replication will start when the virtual machine is powered an,
" 4 Target location Replication settings
+ 5 Replication options Target site name: veenterl.tas.ca
« 6 Recovery settings Feplication semer: wSphere Replication Appliance (Embedded)

Whi Storage Policy: Datastore Default
%8 7 Reailyto complete _

Target location: [Studentds-1Datastore] Centos?

Feplicated disks: 101

Disks with customized settings: 0of1

Disks with seeds: 0oft

Gliescing: Disahled

Metwoark compression: Dizsabled

Recovery settings

RPO: 15 minutes

Paints in time recovery: Enabled

Instances for recovery: Keep 3 instances per day for the last 3 days

Back Finish Cancel

Replication to another vCenter server will only start once the setup VM is turned on.

Now the vSphere Replication appliance should be set up and running and ready for

testing purposes.



vCenter Appliance backup

For this part of the Assignment we will be using Veeam Backup & Replication,
the objective of this to have our vCenter server recoverable within at least 15 minutes
with relatively new data. If you need help getting the initial part of Veeam set up please
check out one of the previous guides we made
(ITAS278_Assignment01_Tyler.Wiersma, or ITAS_Assignment01_Jordan.Brown). It's
recommended to have another drive besides your C: drive, so we made a D: drive of
around 100GB.

Once Veeam is set up and configured connect to the ESXI server your vCenter is
running on, in our case this is our ESXI18 server. To do this click Add Server at the top
left, then in the Add Server page click VMWARE VSPHERE, and type in the servers IP
or DNS.

New VMware Server -

+ Name
E Specify DN5S name or IP address of VMware server,

DMS name or IP address:
10.104.142.18)

Credentials
Description:
Created by WIN-VIEEUEKVAGIVAdministrator at 3,/5/2018 3:01 PM.

55H Connection

Summary

On the next page “Credentials” click Add and type in the username and password of
the ESXI server and click Ok, then Next. If it prompts you with a Security Warning click
Connect.

Next it will show a Summary, if you had no errors and the summary of your
configuration looks right click Finish.

Next we will start a backup and a Replication job.



Backup Job

At the bottom left of Veeam go to the Home tab, then at the top click Backup Job >
VMware vSphere. Give the backup job a name and click Next. On the next page click
Add and select the vCenter server, click Next.

Virtual machines to backup:

Mame Type Size Add...
ETFVCSA-HAT Virtual M... 114 GB

Leave the next page “Storage” of the wizard to its defaults and click Next.
Same for the “Guest Processing” leave it as default and click Next.

In the Schedule page set up a schedule if you wish, but for this example we will be
doing one manual backup job, click Apply to continue.

In the Summary check over your configurations and check the button at the bottom left
to “Run the job when | click Finish” and click Finish to initialize the backup.

Summany:

Mame: vSphere_Backup

Target Path: Dv'\Wcenter_Backup
Type: Viware Backup

Source items:

VCSA-RAT (10.104.142.18)

Command line to start the job on backup servern
"C:\Program Files\Veeam\Backup and Replication\BackuphVeeam.Backup.Manager.exe” backup
933736c9-c009-4741-Be5b-a8 760449932

Run the job when | click Finish

= Previous et > Finish | | Cancel




Replication Job

At the bottom left of Veeam go to the Home tab, then at the top click Replication Job >
VMware vSphere. Give the replication job a name and click Next. On the next page
click Add and select the vCenter server, click Next.

Virtual machines to replicate;

Name Type Size Add...
L9 VCSA-RAT Virtual M... 114 GB

On the next page “Destination” for the Host or Cluster option choose the other ESXI
tower, and at the bottom choose a Datastore for it then click Next.

Host or cluster:
[10.104.142.03) | [ choose... |

Resource pool:

|Resoufc5 || Choose... |

VI

Datastore:

Student03-2Datastore [318.8 GB free] I Choose...

Pick datastore for selected virtual disks

Leave the next page “Job Settings” to its defaults and click Next.

On the next page “Data Transfer” leave the proxy settings as Automatic selection and
click Next.

Leave the next page “Guest Processing” as default and click Next.



For the “Schedule” page check the box “Run the job automatically” and if you’ve got
enough room in your storage hard drive click the radio box “Periodically every” then
set it to 15 minutes, and set the “Retry failed items processing” to 3 items, hit Apply.

[+] Run the job automatically

() Daily at this time: I13._3.3. PM = | Everyday

) Monthly at this time: [|;.;::. PM 2 Eourth Saturday

®) Periodically every: 15 ] |r\,-1-.,1._,t.?5 v| | Schedule...
() After this job: vSphere_Backup (Created by WIN-VIEEUBKVAGONAdministrator at 3/5/:

Automatic retry
[v] Retry failed items processing: 3 : | times
Wait before each retry attempt for: 10 : | minutes
Backup window

[ ] Terminate job if it exceeds allowed backup window

If the job does not complete within allocated backup window, it will be
terminated to prevent smapshot commit during production hours.

| <Previous | [  apply || Finish || cancel

In the summary make sure you configured everything right, if so click Finish to begin
the periodic replication.

Now the vCenter VM has redundancy and can replicate in the case of a failure.



Conclusion

We’'ve gone through iSCSI, vMotion, HA, FT, DRS, Replication to a partner, and

a solution to backup our VSCA. Having your computers “always on” using these
redundant technologies is crucial to running a successful business, and in this
assignment we went over and figured out how all of these technologies work.
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